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A case for decentralized systems 

• Economical reasons
• Performance 
• Some applications are intrinsically distributed
• Enhanced availability
• Resource sharing (data, storage, bandwidth) and 

aggregation
• Flexibility (load balancing)
• Incremental growth

Growing need  of working collaboratively, sharing and 
aggregating distributed (geographically) distributed. 
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The new deal in distributed computing
Distributed systems are evolving

• Scale shift
• Dynamics

Traditional algorithms are no longer efficient : scalability

Peer to peer communication paradigm fills this gap
• Fully decentralized
• Self-organizing/enhanced availability
• Symmetric peers/load balancing 
• Local knowledge of the system/global convergence

Présentateur
Commentaires de présentation
Scale shift :Number of machines, geographical spreading and data volume
Dynamics: Mobility, volatility, connectivity

Traditional algorithms are no longer efficient : scallability
Peer to peer communication paradigm fills this gap
Fully decentralized
Self-organizing/enhanced availability
Symmetric peers/load balancing 
Local knowledge of the system/global convergence
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What makes P2P interesting?

• End-nodes are promoted to active 
components!

• Nodes participate, interact, contribute to the 
services they use: nodes share benefits AND 
duties

• Harness huge pools of resources available at 
the edge of the Internet 

• Irregularities and unpredictability considered 
as the norm

Présentateur
Commentaires de présentation

So, before reaching a more accurate definition,
we should ask ourselves what are the distinctive properties that make P2P systems interesting.

Then, what are the distinguishing features that make P2P interesting?

The most fundamental issue that distinguishes P2P from earlier networking systems,
is that end-nodes are promoted from passive entities (clients), to active components.

In this new model known as P2P, nodes actively participate, interact with others, and contribute to the services they make use of!
This goes way beyond the (once exclusive) paradigm of end-nodes passively consuming resources.

Instead of being divided in dedicated servers, and passively consuming clients,
nodes collaborate to collectively carry out a service.

The main philosophy behind these systems is communal collaboration:
Computers share both the duties and the benefits of services they are involved in!

Considering the huge amounts of resources that have accumulated in end-nodes, as a result of the tremendous advances in computing power for very low costs, and the vast number of networked computers, the implications of the P2P model are clear:
It becomes possible to utilize some of the enormous amount of resources that has accumulated in end-nodes.
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Peer-to-Peer Systems

Présentateur
Commentaires de présentation
This course, as you already know apparently, is about P2P and Self-Organizing Networks.

I’ll get to the Self-Organizing part later,
but as far as the P2P term is concerned, I’m sure all of you have heard of it,
and most likely all of you have used P2P systems to download music and movies.

In fact, the term P2P has become very widely known in the last few years,
and known not just to the computer-related crowd but also to the general population,
with frequent articles on TV or general topic newspapers.

This wide reputation of P2P systems is
mainly due to massively popular file-sharing applications,
and more recently for Voice over IP telephony.

P2P has become almost synonymous to applications like BitTorrent, eMule, Gnutella, and (in the earlier days) Napster.

However, P2P is not only that!!
Contrary to common belief, file-sharing is only one aspect of P2P systems.
The goal of this course will be to show you and take a detailed view at various other, very different, and very technical aspects of P2P systems.

Only in today’s lecture we’ll talk a bit about some of these applications.
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The core: overlay networks
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Peer to peer overlay networks

• Provide various functionalities/performance: search, 
dissemination, etc

• Common characteristics
• Self-organizing
• Local knowledge
• Resource aggregation

• Resulting properties
• Scalability
• Resilience to churn

Routing capabilities

Flexibility

Unstructured networks Fully structured networks

Présentateur
Commentaires de présentation
Flexibiliy: resilience to churn, 
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Impact of the structure on search

• Several ways of organizing a P2P overlay network
• Search techniques: flooding versus routing
• Expressiveness 
• Completeness

• Structured P2P overlay: DHT functionality
• Support for exact search

• Unstructured gossip-based P2P overlays
• Support for keyword-based search or range queries

• Weakly structured gossip-based overlays
• Improve search efficiency  upon fully unstructured overlays
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1-Structured P2P networks

• Basic functionality: distributed hash table 

• Applications 
• Content-delivery networks
• Storage systems, Caching
• Naming services
• Multicast



IrisaTech, Oct. 2008
11

Distributed Hash Table (DHT)

k6,v6
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containers

Operations:
insert(k,v)
lookup(k,v)

Table of 
containers
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Distributed Hash Table
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Mapping

Identifier Space

key nodeId
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Sending messages to keys

keys nodeId

source

destination 
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Pastry: Routing

Properties
• log16 N hops 
• Size of the state 

maintained (routing 
table): O(log N) 

d46a1c

Route(d46a1c)

d462ba

d4213f

d13da3
65a1fc

d467c4
d471f1

Exemple

#(Irisatech-10/10/08) 
= d46a1c

Exemple

#(Irisatech-10/10/08) 
= d46a1c

Présentateur
Commentaires de présentation
Each node has a randomly assigned 128-bit nodeId, circular namespace

Basic operation: A message with key X, sent by any Pastry node, is delivered
to the live node with nodeId closest to X in at most log16 N steps (barring node failures).

Pastry uses a form of generalized hypercube routing, where the routing tables are initialized and updated dynamically.
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Pastry: Routing table(#65a1fcx)
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1-Unstructured P2P networks

• Flexible infrastructure

• Applications 
• Video streaming
• Content-based search
• Multicast
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Gossip-based generic substrate

• Each node maintains a 
set of neighbours (c 
entries)

• Periodic peerwise 
exchange of information

• Each process runs an 
active and passive 
threads

P Q
Buffer[P]

Buffer[Q]

Data exchange

Data processing

Peer selection

Parameter Space
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Overlay maintenance

Data exchange

Data processing

Peer selection

List of 
neighbours

Random

Random
merging

½ List of 
neighbours

Oldest

Age-based 
merging

List of 
neighbours

Closest

Proximity
Based merging
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Why are we interested in 
building random graphs? 

Early 
adopters

Innovators

Early 
majority

Late 
majority

Laggards
Broadcast

Contagion
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Example: Gossip-based generic 
protocol
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Example: Gossip-based generic 
protocol

1

7

8
9

10

32

4

6 5

1 2 9 5 6 10 3  



IrisaTech, Oct. 2008
24

Example: Gossip-based generic 
protocol
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Resulting graphs properties

Relationship « who knows who »
• Highly dynamic
• Capture quickly changes in the overlay 

networks 

Flexible and powerful infrastructure

Présentateur
Commentaires de présentation
Non oriented graphs 
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The take-away slide

Collaboration

•Instant Messaging
•Shared whiteboard

•Co-review/edit/author
•Gaming

CPU

•Internet/Intranet

 
Distributed Computing

•Grid Computing

Storage

•Network Storage
•Caching

•Replication
•Backup

Bandwidth

•Content Distribution
•Collaborative download

•Edge Services
•VoIP

Content

•File sharing
•Information Mgmt

•Discover
•Aggregate

•Filter

Présentateur
Commentaires de présentation
A good way to classify P2P applications is based on the type of resource that is shared.
Based on that, we can have a high-level grouping of P2P apps in 5 categories.
In many cases the boundaries of such groups are not clear, and applications can belong to more than one group.

So, the resources that can be shared are:
CONTENT: sharing files, and generally information and data that peers already possess. They could discover content, aggregate content, filter content, and generally manage content that they already possess.
STORAGE: peers offer some of their storage capacity to form a network storage service, to help caching content for faster access, to help replicating content to increase data persistence, etc.
BANDWIDTH: peers offer their bandwidth capacity, to enhance the quick dissemination of information to very large sets of nodes, to facilitate access to some data, etc.
CPU: peers offer their computational capacity, to contribute in solving very computational demanding problems. This is the GRID COMPUTING model.
COLLABORATION: the point of interest is the management of distributed information, such as people’s presence, communication between people, gaming, collaborative editing of files, etc.
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