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Claude Elwood Shannon (1916 -2001)

◦ A Mathematical Theory of Communication, Bell System Technical Journal,
1948, called “The Magna Charta of the Communication Age” in an appre-
ciation in the U.S. Congress on his death in 2001.



Entropy

◦
X ∼ (p1, p2, . . . , pM)

H(X) = −p1 log p1 − p2 log p2 − . . . − pM log pM

◦ Similarly:

H(X1, . . . , Xn)



Information sources

◦ For syntactic purposes each information source has an entropy rate

◦

La musique souvent me prend comme une mer!
Vers ma pâle étoile,

Sous un plafond de brume ou dans un vaste éther,
Je mets à la voile;

...

◦
H( Baudelaire ) = ??



Multiple sources

◦ These reveal information about each other.

◦
H(Y | X, Z, W )

or

H(X, Y | A, W ) − H(X | A, W )

etc.

◦ The mutual information is symmetric

I(X ∧ Y ) = H(X) − H(X | Y ) = H(Y ) − H(Y | X)



Compression to the entropy rate

◦ Some popular techniques:

◦ Huffman coding

◦ Arithmetic coding

◦ Lempel-Ziv (LZ ’77, LZ ’78, . . .)

◦ Lempel-Ziv-Welch (LZW)

◦ Context tree weighting

◦ Burrows-Wheeler transform

◦ . . .

Several of these techniques are universal, i.e. they do not assume any
prior knowledge of the source statistics.

◦ Many of these are widely deployed in many products.



Sensor networks

◦ A tracking problem:

◦ A schematic view:
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Distributed compression

( H(X), H(Y|X) )

( H(X|Y), H(Y) )

The Slepian-Wolf rate region

◦ Compression is possible at a total rate of H(X, Y ) even though the
sources are distributed.



The “direct” part of Information Theory

Illustrating the Slepian-Wolf ``binning" strategy

◦ There are as many bins as there are typical Y -sequences.

◦ The typical X-sequences are “randomly” distributed among these bins.



Lossless versus lossy

◦ For lossless compression the syntactic point of view is appropriate
(Data, mission-critical information, Kolmogorov descriptions, . . . )

◦ For lossy compression, more intangibles enter the story: human factors
engineering, empirical techniques, . . .

(audio, video, imaging, multimedia, . . . )



Audio and Video compression standards

◦ Some of the many standards:

◦ JPEG

◦ JPEG 2000

◦ MPEG

◦ MPEG-2

◦ H.261

◦ MP3

◦ . . .

◦ Many of these are widely deployed in many products.



MPEG-2
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◦ Redundancy is removed at many stages:
spatial redundancy (I-frames ); redundancy across time (P-frames and B-frames );
and the entropy coding.

◦ The standard has a “human factors” part and a “syntactical compression” part.



Lossy distributed source coding (1978)

◦ Find the set of achievable (R1, R2) for given (D0, D1, D2).

◦ The rate region of the quadratic Gaussian two-terminal source-coding problem

Aaron B. Wagner, Saurabha Tavildar, and Pramod Viswanath. Preprint, arxiv:cs.IT 2005



The channel coding problem

◦ The view at the level of symbols:

“. . . 010011011 . . . ”
Encoder Decoder

“. . . 010011011 . . . ”
p(y|x)

◦ The analog view:



Coding as bin packing

Illustrating the problem of coding for the AWGN channel



The capacity of the AWGN channel
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The “direct” part of achieving capacity

◦ The values in the table are relative to the Shannon limit at rate 1
2



Turbo and LDPC
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◦ Near Shannon limit error correcting codes: Turbo codes

C. Berrou, A. Glavieux, and P. Thitimajshima IEEE-ICC 1993.

◦ Low density parity check codes R. G. Gallager M.I.T. Press 1963



Message passing algorithms



Message passing algorithms for LDPC Codes

◦ What the message passing algorithm looks like:

Bit nodes Check Nodes

Messages



And now a word from our sponsors ...

Information theory has played a big role in some of the key technological trends
of recent decades.

◦ Data compression and multimedia compression as already discussed
(compact disks; DVDs; Ipods; )

◦ The growth in rates of information access
(modem standards; DSL; Gigabit Ethernet over copper; . . . )

◦ The super-Moore’s law improvements in magnetic recording.

◦ The exploration of deep space.

◦ The explosive growth of cellular wireless communication.



Areal density in magnetic recording
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◦ Run length limited codes.

◦ Partial response maximum likelihood signalling.

◦ Media noise.



Space: the final frontier

Mission Name Year Compression Coding Information Rate
Mariner 4 1965 None None 8.33 bps

Viking 1976 None Biorthogonal code 3 Kbps
Mars Global Surveyor 1997 2:1 lossless Conv. + RS Conc. code 128 Kbps

Mars Rover 2004 12:1 lossy Conv. + RS Conc. code 168 Kbps
Mars Reconn. Orbiter 2006 2:1 lossy Turbo code 12 Mbps

◦ For more information see the Shannon lecture of Robert J. McEliece:
http://www.systems.caltech.edu/EE/Faculty/rjm/papers/ShannonLecture.pdf

21



The star cluster NGC 346

◦ Courtesy of NASA, STScI, and the Hubble Space Telescope.



Newton vs. Shannon

◦ McEliece attributes 21 % of the increase in data rate to Shannon
(source and channel coding ) and 79 % of the increase to Newton
(antenna aperture, transmission frequency, power )



Fading channels

y[m] = h[m]x[m] + w[m]

◦ Fading can be slow or fast relative to the delay requirement.

◦ In a fast fading channel a symbol to be transmitted can be interleaved
across multiple channel states.

◦ In a slow fading channel a symbol to be transmitted sees a different envi-
ronment in different fading states.



The wireless downlink



Multiuser diversity

◦ By scheduling to the strong users one has multiuser diversity.

◦ Assumes each user feeds back the SNR of its channel to the base station.



Opportunistic beamforming



Perfomance of opportunistic beamforming
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◦ Opportunistic beamforming using dumb antennas Pramod Viswanath, David N. C. Tse,

and Rajiv Laroia IEEE-IT 2002.

◦ The system requirements should be contrasted with those needed for
space-time codes.



Allons vers l’avenir!

◦ Computational complexity is still an issue.

◦ Coding in the deep bit error regime.

◦ Unreliability in the deep submicron regime.

◦ Core problems in multiuser information theory.

◦ Incentive issues with multiple players.

◦ Spatial information theory

◦ Revisiting information-theoretic security.

◦ Real-time information theory.

◦ Quantum information theory.

◦ Information theory and cognition.

◦ . . .



Computational complexity of decoders

◦ Picture courtesy of Engling Yeo.



Deep BER performance of error control codes

◦ For some important applications it pays to focus on very stringent bit error
rate requirements
(magnetic recording, transcontinental fiber optic communication )

◦ Even the best known codes have an error floor in the deep BER regime.



(2048,1723) RS-LDPC decoder on an FPGA platform.
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Statistics from deep BER emulation

◦ Investigation of Error Floors of Structured LDPC Codes by Hardware Emulation

Zhengya Zhang, Lara Dolecek, Borivoje Nikolic, VA, and Martin Wainwright

Preprint 2006



Absorbing sets

◦ The emulation reveals specific non-codeword patterns of 8 bit nodes and
28 check nodes that absorb the decoding iteration.

◦ Eliminating these systematically should improve the deep BER perfor-
mance.



Information theory in the deep submicron regime



Open problems in multiuser information theory



Incentive issues in Information Theory



Spatial Information Theory: Multiple Spatial Phases



Spatial Information Theory: Spatial capacity notions



Communicating a secret



Shannon’s negative result



Is information theoretic security dead?



Real time information theory



Quantum information theory



Information Theory and the Brain



Tu n’as pas fini?



Tu n’as pas fini?


